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Voice assistants have become prevalent on a wide range of personal devices such as smartphones and
smart speakers. As companies build voice assistants with extra functionalities, attacks that trick a voice
assistant into performing malicious behaviors can pose a significant threat to a user’s security, privacy, and
even safety. However, the diverse attacks and stand-alone defenses in the literature often lack a systematic
perspective, making it challenging for designers to properly identify, understand, and mitigate the security
threats against voice assistants. To overcome this problem, this article provides a thorough survey of the attacks
and countermeasures for voice assistants. We systematize a broad category of relevant but seemingly unrelated
attacks by the vulnerable system components and attack methods, and categorize existing countermeasures
based on the defensive strategies from a system designer’s perspective. To assist designers in planning
defense based on their demands, we provide a qualitative comparison of existing countermeasures by the
implementation cost, usability, and security and propose practical suggestions. We envision this work can
help build more reliability into voice assistants and promote research in this fast-evolving area.
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1 INTRODUCTION
A voice assistant (VA) takes and executes voice commands from users, such as making phone calls,
playing music, finding answers, and controlling home appliance. As a natural way to interact with
machines, there is no surprise that voice assistants have been widely deployed on smartphones,
laptops, smart speakers, vehicles, industrial applications [160], and even military warships [105]. As
of 2019, an estimated 3.25 billion voice assistants have been used worldwide, and by 2023 the number
is expected to reach around 8 billion—nearly one VA per person on average [146]. As companies
rush to build voice assistants with more functionalities, attacks that trick a voice assistant into
performing malicious behaviors can pose a significant threat to the owner’s security, privacy, and
even safety. For example, malicious voice commands may make voice assistants browse malicious
websites, forward private emails, make payments, or unlock homes and vehicles.
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As voice assistants become increasingly prevalent, it is essential to comprehensively understand
their security risks and mitigate the threats before it is too late. However, based on the current
literature, we identify the following gaps that hinder the progress of securing voice assistants.
Gap 1: diverse attacks. Voice assistants are complex systems built with various software and

hardware components. As a result, relevant attacks involve diverse vulnerabilities, threat models,
and methods that may seem utterly unrelated, making it challenging to understand security threats
systematically. To name a few, an attacker can generate adversarial examples [20] that sound benign
to humans but are transcribed to malicious commands by a VA’s speech recognition software. She
may also create a malicious third-party skill and wait for it to be invoked accidentally due to faulty
natural language understanding [79]. She may even exploit vulnerable sensor hardware and use
ultrasound [205], laser [148], or electromagnetic waves [80] to inject inaudible voice commands.
Gap 2: stand-alone defenses.Most of the existing defenses aim to mitigate only one type of

attack in stand-alone setups. For example, liveness detection [30, 43, 100, 107, 109, 123, 131, 138–
141, 144, 169, 179, 209, 210, 214] is proposed to detect voice spoofing attacks only, and adversarial
training [12, 37, 150, 151, 172] is designed solely to resist adversarial example attacks. It is unknown
how these defenses may apply to voice assistants in a complex adversarial environment, especially
how they compare with each other in terms of the implementation cost, usability, and security.
Despite the promising results presented by numerous papers, it is still challenging for VA designers
to select and implement proper protection.
Gap 3: lack of systematic perspectives.Many relevant studies only target a VA component,

e.g., speech recognition or speaker verification, rather than the entire system, sometimes even
without a VA context at all. For example, most of the attack papers [20, 21, 26, 37, 81, 97, 124, 135,
136, 153, 155, 175, 184, 190, 199] and defense papers [6, 12, 19, 35, 37, 56, 68, 90, 134, 150, 151, 172]
related to the security of speech recognition, i.e., the core component of a VA, focus on stand-alone
models, many of which have not yet been used in commercial voice assistants. However, these
studies, which may not be indexed with a VA keyword, may apply to voice assistants in the future
and shall be considered equally.

These gaps have made it a big challenge to properly identify, understand, andmitigate the security
threats against voice assistants. Besides, the massive number of publications holds researchers back
from gaining a complete picture of the field’s state of the art, development, key challenges, and
future directions. Therefore, in this work, we aim to close these gaps and provide a comprehensive
investigation of voice assistant security for security researchers and VA designers.

A few surveys have shed light on relevant topics, including the security of speech recognition [4,
63, 171], speaker verification [4, 34, 41, 186], the speech interface [14], smart speakers [120], voice-
controlled systems [50], and personal assistants in vehicle [214] and at home [39]. However, none
of them has discussed the security of voice assistants to the breadth and depth we expect. It remains
unclear mainly how vulnerable voice assistants are to various attacks, how the attacks work, and
how to effectively protect voice assistants from a system perspective.

In this paper, we conduct an extensive literature analysis on voice assistant security. In particular,
we consider a study relevant if it can potentially be used to attack or defend voice assistants. To
address the attacks’ diversity, we stand from a system designer’s perspective and organize the
attacks based on the VA structure. We systematize all relevant attacks from two dimensions: a) the
attack method, and b) the vulnerable VA component. Within each attack category, we extract the
shared methodologies and analyze the differences in depth. To integrate stand-alone defenses for
future voice assistants, we categorize existing methods by the defensive strategies they share rather
than the attacks they were designed to mitigate, enabling us to qualitatively compare and assess
their applicability in a unified voice assistant context. We further discuss the potential directions
for future research and propose practical suggestions to VA designers and users.
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Fig. 1. A general workflow of voice assistant (VA) service.

Contributions. We envision this work can help build more reliability into voice assistants and
promote research in this fast-evolving area. We summarize our contributions as follows.
● To the best of our knowledge, our work is the first in-depth study on voice assistant security
from a system perspective. Based on an extensive literature survey of relevant attacks and
defenses, we present a complete picture of the state of the art, development, key challenges,
and future directions for VA security research.
● We organize the attack literature based on the VA structure and systematize relevant attacks
by the vulnerable VA components and attack methods. The organization helps bridge the gap
between a broad category of seemingly unrelated attacks and vulnerabilities, enabling proper
identification, understanding, and assessment of the security threats against voice assistants.
● We systematize the countermeasures based on the defensive strategies from a system designer’s
perspective. To assist designers in planning defense based on their demands, we provide a
qualitative comparison of existing methods by the implementation cost, usability, and security
and propose practical suggestions.
We organize the remainder of this article as follows: Section 2 gives a brief introduction to

voice assistants. Section 3 overviews the attacker’s goal, threat model, existing attack methods, the
idealism of a practical attack and introduces how this paper organizes the attacks based on the
vulnerable system components. Section 4 to Section 7 respectively elaborate on the attacks that
exploit the vulnerabilities of the sound-to-audio, audio-to-text, audio-to-identity, and text-to-intent
subsystems of a voice assistant. In Section 8, we systematize the defense strategies that can detect
or prevent the above-mentioned attacks. We discuss future research directions and give suggestions
to voice assistant designers and users in Section 9. Section 10 concludes this article.

2 VOICE ASSISTANTS
2.1 Overview of Voice Assistants
Voice assistants are becoming a de facto standard for smart personal devices. Almost every smart-
phone, smart speaker, and smart car have been implemented with at least one voice assistant. The
most well-known examples include Apple Siri, Amazon Alexa, Google Assistant, Samsung Bixby,
Microsoft Cortana, etc. Regardless of the manufacturer, voice assistants generally have a workflow
similar to Fig. 1. The user interacts with a terminal device, e.g., a smartphone or smart speaker,
which records the user’s voice and runs a local VA software that handles the interface, wake-word
detection, and user authentication and streams the voice to the VA server. The server interprets the
voice stream and requests the corresponding service, sometimes from third-party servers [31]. The
service or response is sent back to the terminal device and provided to the user.

To better understand voice assistants and the security exploits, we break down a voice assistant
into several functional subsystems: sound-to-audio, audio pre-processing, audio-to-text, audio-to-
identity, text-to-intent, and intent-to-behavior. Each subsystem is designed to perform a specific task,
as the names suggest. For example, the sound-to-audio subsystem converts the physical sound of a
human voice to a digital audio stream. We introduce these subsystems with a summarized diagram
shown in the upper part of Fig. 2.
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Fig. 2. A diagram of the functional components and signal flow in voice assistants. We categorize existing
attacks based on the point where malicious output appears, e.g., as audio, text, identity, or intent.

2.2 Sound-to-Audio
When a user speaks to a VA, the VA’s microphone acts as a transducer that converts the acoustic
sounds into electrical signals. To obtain high-quality audio, the captured signals are usually pro-
cessed in several steps. An amplifier first amplifies the raw electrical signals, and then a low-pass
filter removes the ambient noise and irrelevant frequencies in the signal before sending it to an
analog-to-digital converter, which converts the analog signal to digital audio.

2.3 Audio Pre-Processing
As voice assistants continuously listen for voice commands, the captured audio may not contain
human speech. Thus, the audio first passes through a pre-processing phase, which mainly involves
a voice activity detection (VAD) that identifies the presence of human speech in the audio. VAD
discriminates speech from non-speech sections such as background noises, and it has become
essential for both speech recognition and speaker verification/identification. VAD is traditionally
based on feature engineering and statistical signal processing. More recently, deep neural network
(DNN) based methods have also been proposed [130].

2.4 Audio-to-Text
The audio-to-text subsystem is designed to recognize the audio’s content. Since a typical procedure
of VA interaction is to first activate it with a wake-word (e.g., "Hey Siri") and then provide voice
commands, audio-to-text generally involves two phases: wake-word detection and speech recog-
nition. Once a wake-word is detected, the VA is activated and streams the following audio to the
cloud for speech recognition.

2.4.1 Wake-Word Detection. A wake-word is a keyword that users can speak to activate a VA.
While VAs are "always listening," they do not perform any action until they detect a pre-determined
wake-word, such as "Alexa," "OK Google," "Hey Siri," etc. VAs usually detect wake-words with a
keyword spotting system (KWS) running locally on the terminal device, which typically consists of
a feature extractor and a neural network-based classifier. Traditional KWS uses Hidden Markov
Models (HMMs) and Viterbi decoding, while recent techniques include discriminative models with
a large-margin problem formulation and recurrent neural networks (RNNs) [44].

2.4.2 Speech Recognition. Automatic speech recognition (ASR) converts audio into its textual
transcription, allowing voice assistants to recognize a voice command’s content. A typical ASR
system includes three procedures: pre-processing, feature extraction, and model-based decoding.
We skip the introduction of pre-processing as it mainly involves VAD.
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Feature Extraction. Feature extraction retrieves necessary information from the audio. The
pre-processed audio is first split into short segments or frames, and then features are extracted from
each of them. Various signal processing techniques are used for the feature extraction, including
Discrete Fourier Transforms (DFT), Mel Frequency Cepstral Coefficients (MFCC), Linear Predictive
Coding (LPC), and the Perceptual Linear Prediction (PLP) method [115].
Decoding. In this procedure, a trained machine learning model decodes the extracted features

into a sequence of possible phonemes, characters, and words. Traditional decoder models are
composed of an acoustic model and a language model [116]. The acoustic model matches features
to phonemes, while the language model refines the results using grammar rules, commonly-used
words, etc. Traditional ASR systems employ models such as Gaussian Mixture Models (GMMs),
Hidden Markov Models (HMMs), Recurrent Neural Networks (RNNs), and Convolutional Neural
Networks (CNNs) [132]. State-of-the-art ASR systems include Kaldi (DNN-HMM), CMU Sphinx
(GMM-HMM), Mozilla DeepSpeech (RNN with CTC loss function), Wav2Letter (CNNs-based), etc.

2.5 Audio-to-Identity
The audio-to-identity subsystem recognizes or verifies the speaker’s identity from the captured
audio. There are two types of tasks on voice assistants: speaker identification (SI) and speaker
verification (SV) [128]. The goal of speaker identification is to determine which speaker’s voice
in a known group best matches the audio, while speaker verification aims to determine whether
the audio matches the voice of the user whom the speaker claims to be. The speaker recognition
pipeline is mostly similar to ASR systems, which involves pre-processing, feature extraction, and
decoding. Traditional speaker models can be divided into template models (Vector Quantization
(VQ), Dynamic Time Warping (DTW)) and stochastic models (GMM, HMM, GMM-UBM). State-
of-the-art speaker models mainly include i-vector-based (i-vector, PLDA), DNN-based (d-vector,
j-vector, x-vector), improved algorithm (learning to rank, attention mechanism), etc.
Audio-to-identity systems can be further divided into text-dependent and text-independent

based on whether it depends on pre-determined audio content. Existing voice assistants follow a
text-dependent way. The speaker model is trained based on the temporal dependencies between
the feature vectors of the wake-word spoken by the user [77]. For text-independent systems, the
speaker model is trained based on the feature distribution. Text-independent systems allow speakers
to utter any audio content and may be used in the future for verifying voice commands.

2.6 Text-to-Intent
Intents are simply sets of utterances that exemplify the intention of the speaker to perform an
action, convey or obtain information, etc. The text of a user’s command is sent to a user intention
identifier, which labels the text with a list of intention hypotheses (a domain name or a service
name) and their confidence scores. A central controller distributes the user’s command with its
intention labels and confidence scores to all the domain experts and the service modules [180].
When receiving a query, the domain expert will use its Natural Language Understanding (NLU)
module to parse the utterance and update its dialogue state in consideration of both the NLU output
and the intention labels.

2.7 Intent-to-Behavior
If the dialogue state can be updated, the domain expert will return a natural language utterance
realized by the Natural Language Generation (NLG) module or a set of data records obtained from
its database [180]. Finally, the server will provide the voice assistant with appropriate information
to the user through text-to-speech (TTS) translation, play the requested media, or complete other
tasks with various connected services and devices.
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3 ATTACK OVERVIEW
This section provides an overview of the attacker’s goal, threat model, existing attack methods, and
a summarized idealism of practical attacks. To help system designers better understand the threats,
we systematize the attacks using a vulnerability-oriented approach based on the VA structure.

3.1 Attacker’s Goal
The general goal of attacking a voice assistant is to make it perform malicious behaviors without
the owner’s authorization. Examples of the attack’s impact include:

Security. The attacker may initiate the drive-by download of malware by having the VA visit a
malicious website, steal money from the user by making the VA perform a bank transfer or online
shopping, inject fake events into the user’s calendar, or send fake messages in the user’s name.
Privacy. The attacker may eavesdrop on the user’s private conversation via a malicious third-

party application or by letting the VA make a video/phone call to the attacker. The attacker may
also expose the user’s private daily schedule and travel information by inquiring the VA.

Safety. The attacker may manipulate other devices by commanding the VA, e.g., unlocking the
front door or controlling a connected car, which may put the user’s safety at risk.

The security and privacy of voice assistants have been a public concern in recent years. For exam-
ple, in 2017, Alexa owners watching a TV broadcast found it accidentally ordered dollhouses [117].
Burger King launched a TV commercial that intentionally prompts Google Home speakers to read
a description of the Whopper from Wikipedia [183]. Though benign, these real-world cases show
that voice assistants can be easily misused without the owner’s authorization, and it is only a
matter of time before malicious actors exploit them. In fact, a few researchers have demonstrated
practical attacks that can open the garage gate or dial a spying phone call in real-world setups [59].

3.2 Threat Model
We consider attacks that conform to the following assumptions:

Unaltered Voice Assistant.We assume that the target voice assistant system remains unaltered
throughout the attack. As voice assistants are, in most cases, highly enclosed systems implemented
on properly secured servers and personal devices, it is difficult for the attacker to modify any
software or hardware component of the voice assistant.
Trusted Platform and Network. We assume that the voice assistant is implemented on a

trusted platform (operating system and computer hardware), and the network traffic is secured with
state-of-the-art protocols. Though it may be feasible for the attacker to compromise the operating
system or manipulate the network traffic, e.g., via Distributed Denial of Service (DDoS) attacks,
such attacks are not unique to voice assistants and thus are not our focus in this paper.

Attack Triggered by Voice Commands. As voice assistants perform tasks only after receiving
voice commands, we assume all malicious behaviors of a voice assistant are triggered by the voice
command it receives physically, which can be either a malicious command from the attacker or a
benign command from the user. Therefore, we consider network attacks out of scope.
Limited Knowledge of the Voice Assistant. The attacker may have the following levels of

information of the target voice assistant.
● Black-box: the attacker has zero knowledge, e.g., she can only query the model in a black-box
manner for the label or confidence score output but has no access to the model’s type, structure,
or parameters. Black-box is the most common knowledge regarding commercial voice assistants.
● Grey-box: the attacker has partial knowledge, e.g., she may know the model type or feature
representations, but she has no access to themodel structure or parameters. Grey-box knowledge
usually applies when the technical information of a voice assistant is made public.
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3.3 Attack Methods
According to the threat model, we identify and sort existing attack methods into six categories,
which are separated mainly by human perception.

Normal Speech (NS). The easiest and most straightforward way of attack is to directly command
the VA using a normal speech, which can be spoken by the attacker or generated by text-to-speech
software. However, as the malicious intention is fully exposed, such attacks can be easily discovered.

Voice Spoofing (VS). Superior to normal speech, voice spoofing attacks mimic the VA owner’s
voice to bypass speaker verification. Though more powerful than normal speech, voice spoofing
still fully exposes the malicious intention and can be easily discovered, especially by the owner.

Unintelligible Speech (US). To hide the malicious intention, attacks within this category use
speech that humans cannot understand to deliver malicious commands. Nonetheless, unintelligible
speech is odd in real life and may raise user suspicion.

Adversarial Example (AE). Audio adversarial examples are specifically designed sounds that
appear normal and benign to users but are mispredicted by machine learning models. Such attacks
are stealthy if the appearance of the sound is not suspicious.

Inaudible Signal (IS). Attackers may use physical signals inaudible to humans, such as
ultrasound, light, and electromagnetic waves, as carriers to inject malicious commands. As users
do not hear anything, these attacks are usually hard to notice, even for alert users.

Malicious Skill (MS). Besides actively giving a malicious command to the VA with the
above methods, an attacker may wait for the user to say a command that unintentionally triggers
a malicious third-party skill (extended services supported by many VAs) and causes malicious
outcomes. It is tough for users to notice that the provided service is not legitimate.

These attack methods, except for MS, are essentially different approaches to injecting malicious
voice commands. For example, an attacker may make a VA unlock the front door with an “open
the door” command formed as either normal speech, synthesized speech, unintelligible speech,
adversarial example, or inaudible signals, which have the same attack outcome but appear differently
for human perception. For MS attacks, since the VA’s malicious behaviors are induced by the user’s
benign commands instead of the attacker’s malicious commands, the attack’s impact depends on
the skill’s ability. Most of the existing MS attacks focus on the privacy impact.
In the rest of this article, we focus on attack methods except for normal speech. Though a few

studies proposed to make normal speech attacks stealthier by playing the malicious command via
a hijacked device nearby [198] or the VA terminal device itself [8, 36, 66, 212], such attacks can still
be noticed easily with users nearby, therefore posing limited threats.

3.4 Idealism of a Practical Attack
We summarize four ideal properties for a practical attack in the real world. In general, attacks that
possess more of these properties may pose more threats in practice.
1) Over-the-air. The attack is launched over the air instead of over the line, e.g., via physical

voice commands or signals rather than digital audio files.
2) Black-box Knowledge.Most state-of-the-art voice assistants are commercial, meaning that

the attacker may only have black-box knowledge.
3) Unsuspicious. The attack does not produce anything odd that can be easily noticed by users.
4) Real-time. The attack can be generated or adjusted in real-time in case of varying objectives

and attack scenarios.
We compare the attack methods by how humans perceive them and how they apply to a practical

attack’s idealism in Table 1. It shows that different attacks pose various levels of threats and may
even vary from case to case.
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Table 1. A comparison of existing attack methods by their human perception and satisfaction to a practical
attack’s idealism. In this article, we reorganize the attacks by the induced erroneous output (i.e., vulnerable
component) in a voice assistant and list the mapped section numbers in this article.

Attack Method Human Perception Idealism of a Practical Attack Induced Erroneous Output Sec.Audible Intelligible Malicious Over-the-air Black-box Unsuspicious Real-time Audio Text Identity Intent
Normal Speech Ë Ë Ë Ë Ë é Ë # # # # –
Voice Spoofing Ë Ë Ë Ë Ë é é # #  # 6.1
Unintelligible

Speech Ë é é Ë í é é
#  # # 5.1
# #  # 6.2

Adversarial
Example Ë Ë é í í í í

#  # # 5.2, 5.3
# #  # 6.3

Inaudible Signal é é é í Ë Ë Ë  # # # 4
Malicious Skill é é é é Ë Ë é # # #  7
Ë Positive é Negative í Case by case  Applicable # Not applicable – None

3.5 Systematizing Attacks based on Vulnerabilities
The research community has widely accepted the attack categorization based on human perception.
However, different attack methods may seem utterly unrelated to each other as they involve varying
signal modalities and vulnerabilities. To help designers better understand the threats from a system
perspective, we reorganize the attacks in a vulnerability-oriented approach based on the VA’s
system components, as shown at the bottom of Fig. 2.

We note that all attacks exploit at least one VA component’s vulnerabilities to make it generate
erroneous outputs. For example, inaudible signal attacks exploit vulnerable microphone hardware
to transform non-acoustic signals into audio. In this case, the audio is an erroneous output of the
sound-to-audio hardware because the microphone is supposed to receive only audible sounds.
Therefore, we describe the attack against voice assistants as: an attack makes a voice assistant’s
components generate erroneous outputs that lead to malicious system behaviors.
It now becomes necessary to investigate which and how VA components are prone to produce

erroneous outputs under attack. We sort the attacks into four classes based on the VA structure
introduced in Section 2, namely the attacks on sound-to-audio, audio-to-text, audio-to-identity, and
text-to-intent components. The attacks within each class exploit the corresponding component’s
vulnerabilities to generate erroneous audio, text, identity, or intent. Table 1 shows a mapping of
the attack methods to the induced erroneous output, i.e., vulnerable components. The following
sections will elaborate on the attacks by the vulnerable components in a voice assistant they exploit.

4 ATTACKING SOUND-TO-AUDIO
The sound-to-audio subsystem, i.e., the microphone hardware, is designed to convert audible voice
commands to digital audio signals. However, due to the microphone’s vulnerabilities, such as the
sensitivity to ultrasound and light, electromagnetic (EM) susceptibility, and nonlinearity, an attacker
may induce malicious audio using physical signals that are inaudible to humans, such as ultrasound,
light, EM waves, and electrical signals. Since the signals are usually imperceptible, such attacks can
be very stealthy. In this section, we introduce Inaudible Signal attacks by the signal type.

Ultrasound. Ultrasounds are sounds with a frequency above 20 kHz and are inaudible to humans.
However, most microphones by design can receive both audible sounds and ultrasounds, enabling
inaudible voice commands. An attacker can modulate a malicious command on an ultrasound
carrier and exploit the inherent nonlinearity of microphones and amplifiers to demodulate the signal
in a VA’s hardware. Several studies have demonstrated practical attacks on voice assistants with
ultrasounds transmitted over the air [64, 70, 129, 145, 193, 205] and through a solid surface [194].

Light. Microphones are also sensitive to light pressure. Sugawara et al. [148] found that a focused
laser beam can vibrate a microphone’s membrane and generate audio signals. By modulating the
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laser’s intensity with a malicious command as the baseband, they managed to invoke and control a
voice assistant from as far as 110 meters away due to the laser’s high power and directivity.

EMWaves. The connection wire in a microphone circuit can act as an antenna that unintention-
ally picks up electromagnetic interference. Attackers may exploit this effect to inject modulated EM
waves into the hardware. Similar to ultrasound attacks, the nonlinearity of amplifiers is exploited
to demodulate the malicious command. Foo Kune et al. [80] first demonstrated such attacks on
voice recorders. Kasmi and Esteves [72] later showed it is feasible to attack voice assistants on
smartphones through the EM coupling on a headphone cable.
Electrical Signal. Attackers may directly inject electrical audio signals to a voice assistant

by connecting to the device’s audio input port [197] or via conducted interference through the
charging cable [40]. This enables the attacker to inject malicious audio inaudibly but requires
physical contact with the VA device, which may be infeasible in some scenarios.
Inaudible signal attacks are also known as transduction attacks [45] and are well-studied in

analog sensor security. We refer readers to [192] for a systematization of knowledge on this topic.

5 ATTACKING AUDIO-TO-TEXT
The audio-to-text subsystem recognizes the speech content of digital audio signals. By exploiting
the discrepancy of speech perception between humans and machines, attackers can generate audio
signals that do not sound malicious to users but are converted to malicious texts by the audio-to-
text subsystem. We introduce two types of attack in this section: Unintelligible Speech and
Adversarial Examples. A summary and comparison of existing studies are shown in Table 2.

5.1 Unintelligible Speech
Unintelligible speech attacks aim to generate unintelligible sounds such as noise [2, 19, 163] and
nonsensical sounds [15] that can be misclassified as targeted malicious commands. Most attacks
exploit the lossy process of signal processing and feature extraction in ASR to generate unintelligible
speech that shares similar features with a targeted intelligible command. Since speech recognition
models perform the prediction based on the extracted features, two audio signals that share similar
features may be recognized as similar results, no matter how different they sound. For example,
Vaidya and Carlini et al. [19, 163] proposed to generate unintelligible speech by calculating the
MFCC features of a targeted command and conducting an inverse-MFCC process to recover new
audio. Abdullah et al. [2] used signal processing techniques, such as time-domain inversion and
random phase generation, to perturb an intelligible audio signal until it becomes unintelligible while
preserving its acoustic features. Another track of method exploits the ability of voice assistants to
match nonsense syllables to meaningful words. Bispham et al. [15] proposed a speech mangling
process that replaces consonant phonemes in a targeted command to generate nonsensical sounds.
Due to the language model in ASR that corrects errors in the context of the preceding words, the
nonsensical sounds may be recognized as the targeted command. Compared with normal speech
attacks, unintelligible speech attacks are stealthier because the attacker’s intention is not exposed
to the user. Nonetheless, such attacks may be suspicious as unintelligible speech is odd in daily life.

5.2 Adversarial Examples
Audio adversarial examples (AEs) refer to specifically designed sounds that appear normal and
benign to users but are mispredicted by machine learning models. Adversarial examples are first
proposed and studied in the image domain [152] and have recently also become active in the audio
domain. In this section, we focus on adversarial examples against audio-to-text systems.

An attacker may cause two types of erroneous system outputs:
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● Untargeted Output. The model’s prediction is erroneous but cannot be specified. Untargeted
attacks can disrupt the model’s functionality, e.g., for attackers to prevent users from using
voice assistants [47, 58, 87] and for users to avoid being automatically wire-tapped [3, 21].
● Targeted Output. The model’s prediction can be specified by the attacker. Targeted attacks
are more threatening than untargeted ones, but they are also much more challenging [32],
especially for longer target phrases [20]. So far, most studies on audio AE have focused on
targeted attacks.
We elaborate on the methods of generating audio adversarial examples in the following.

5.2.1 The Basic Idea of Adversarial Example. The basic idea behind most work is to optimize for
an adversarial perturbation that, when added to benign audio, can maximize the likelihood of an
intended erroneous prediction while having the perturbation being constrained to a small value
such that it may be imperceptible to humans [87]. During the optimization, the benign audio and
the model are kept unchanged, and only the perturbation is updated. This idea is conceptually
similar to training a neural network and in line with generating adversarial examples in other
domains [200]. However, existing methods, e.g., in the image domain, are not directly applicable to
audio adversarial examples [9, 20, 161] because audio models initially operate at a higher level than
the “pixel level” of their image counterparts [3]. The primary audio characteristics include heavy
pre-processing [135], time-dependency [190], and high sampling rates [37], which pose unique
challenges. In the following, we introduce the key considerations in formulating and solving the
optimization problem.

5.2.2 Formulating the Optimization Problem. The formulation of an optimization problem depends
on many factors, such as the attacker’s goal, the model, and the attacker’s knowledge about the
model. In general, an optimization problem requires an objective function to be minimized or
maximized and some constraints that limit the space for variables.

Objective Function. The objective function is usually a function of the perturbation 𝛿 , a benign
audio 𝑥 , and a model output 𝑡 . 𝛿 is the variable to optimize for, and 𝑥 and 𝑡 are invariants that are
known or specified by the attacker. We can describe a general objective function 𝑓 (⋅) [97] as:

𝑓 (𝑥, 𝛿, 𝑡) = ℓmodel(𝐹(𝑥 + 𝛿), 𝑡) + 𝑐 ⋅ ℓmetric(𝑥, 𝑥 + 𝛿) (1)

where ℓmodel is a model-related loss function that measures the difference between a pre-determined
model output 𝑡 and the actual output 𝐹(𝑥 + 𝛿), suppose the model’s function is 𝐹(⋅). ℓmetric is a loss
function used to measure the distortion that the perturbation introduces to the original audio, and
𝑐 is a coefficient that trades off attack success and audio quality.

Take a targeted attack as an example, we can describe the optimization goal as: given a benign
audio 𝑥 , a targeted model output 𝑡 , and a trained model 𝐹(⋅), find the optimal 𝛿 that make 𝐹(𝑥 + 𝛿)
as close to 𝑡 (𝐹(𝑥) ≠ 𝑡 ) as possible while 𝑥 + 𝛿 and 𝑥 are as similar as possible. If such a 𝛿 exists,
then we can consider 𝑥 ′ = 𝑥 + 𝛿 as an adversarial example. In untargeted attacks, the goal is to find
a minimal 𝛿 that makes 𝐹(𝑥 + 𝛿) as different from 𝑡 (𝐹(𝑥) = 𝑡 ) as possible.

Common ℓmodel includes a) loss functions of the original model, such as CTC loss [20, 21, 26, 37,
81, 97, 112, 153, 155] and cross-entropy loss [124]; b) self-defined loss based on the intermediate
model output, such as the distance or cross-entropy between pdf-id (the DNN’s output before
the decoding step) [28, 135, 184, 199]; and c) self-defined loss based on the final model output,
such as fitness/confidence scores [1, 9, 22, 37, 58] and edit distance between texts [74]. Common
ℓmetric includes the p-norm of 𝛿 [20–22, 26, 37, 112], sound pressure level (SPL) [1], decibel (dB)
distance [26, 81], frequency masking [21, 87, 124], total variation denoising (TVD) [97], and the
Euclidean distance between MFCC [58, 74].
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In formulating the loss functions, the perturbation 𝛿 may be in various forms depending on the
model and attack method:
● Audio waveform: Optimization over raw audio is known as the “end-to-end” method [20]
and has been adopted by most work. Operating directly over the audio can make AE more
imperceptible, but it is more challenging because optimization through the audio pre-processing
and feature extraction stages is proved to be difficult [9, 20].
● Spectrogram: A few works [22, 32] generate adversarial perturbation over the audio spectro-
gram and acquire adversarial audio by inverse transformation, but they face the challenge of
optimizing through feature extraction.
● MFCC: Some works [65, 190] optimize the MFCC features as a straightforward way to avoid the
above challenges. However, since the Mel-frequency cepstrum transformation is a lossy process,
rebuilding adversarial audio by inverse MFCC will significantly reduce the audio quality [37].

Constraints. The constraints are distortion metrics that restrict the perturbation 𝛿 within a range
during the optimization to ensure a basic imperceptibility level. Attackers may apply constraints to
the perturbation’s amplitude and frequency. We will elaborate on the constraints in Section 5.3.3.

5.2.3 Solving the Optimization Problem. By solving the formulated optimization problems, attackers
can generate audio adversarial examples that are theoretically effective in the digital domain. We
divide state-of-the-art solutions into gradient descent, gradient-free optimization methods (particle
swarm optimization and genetic algorithm), and machine learning-based methods.
Gradient Descent. Gradient descent (GD) is a common optimization approach that has been

widely applied for training differentiable models such as neural networks, which are currently
the state-of-the-art architecture for ASR. Similar methods can be used against these models to
optimize for an adversarial input—attackers may calculate the gradient of the objective function
to the perturbation 𝛿 , and adjust 𝛿 in the direction that minimizes the objective function. Most
existing works adopt gradient descent as their solution.
Gradient calculation requires white-box knowledge of the model function 𝐹 . Both the objec-

tive function and model function need to be differentiable, which is challenging for end-to-end
methods because the Mel-Frequency Cepstrum (MFC) and spectrogram transformations are non-
differentiable. There is no efficient way to compute the gradient through them [9, 20, 161]. To
overcome this challenge, Schonherr et al. [135, 136] integrated the preprocessing, feature extrac-
tion, and the original DNN of Kaldi into one joint DNN and calculated the gradients of the new
DNN. Other studies avoid this challenge by directly targeting sequence-to-sequence systems that
already incorporate pre-processing and feature extraction as differentiable network layers, such as
DeepSpeech and Lingvo.

Gradient descent generally requires three iterative steps [135]:
1. Measure the loss with the objective function and the 𝑖th iterated perturbation 𝛿𝑖 .
2. Calculate the gradient ∇𝛿𝑖 by partial derivatives and the chain rule. The derivative of 𝐹 is

derived by back-propagation.
3. Update the input according to the gradient and a learning rate 𝛼 as 𝛿𝑖+1 = 𝛿𝑖 − 𝛼∇𝛿𝑖 .
These steps are repeated until the loss converges or a pre-defined number of iterations is

reached. A higher number of iterations may increase the success rate, but it can also increase
the amount of noise [135]. Since gradient descent does not solve problems analytically, it finds
local minimums instead of the global minimum. Nevertheless, the solution generally can produce
an adversarial example that is adequately effective. Standard gradient descent algorithms that
have been used include Adam [76], stochastic gradient descent [37], fast gradient sign method
(FGSM) [54], projected gradient descent (PGD) [101], and DeepFool [111].
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Gradient-free Optimization.Methods in this category do not require gradient information.
Existing studies have adopted two methods, particle swarm optimization and genetic algorithm.

Particle swarm optimization (PSO) is a heuristic and stochastic algorithm that solve optimization
problems by imitating the behavior of a swarm of birds, and it can search a vast space of candidate
solutions without gradient information. Du et al. [37] exploited PSO as an initial phase to efficiently
generate coarse-grained adversarial examples and then combined gradient descent to generate
fine-grained AE if the model is white-box.
Genetic algorithm (GA) is another gradient-free optimization method that can search a large

amount of space efficiently by mimicking natural selection, i.e., improving on each iteration
through evolutionary methods such as crossover and mutation. Within each generation, candidate
adversarial examples with higher fitness scores are more likely to evolve and become part of the
next generation. GA is instrumental in solving a variety of optimization problems that are not well
suited for standard optimization algorithms, including problems where the objective function is
discontinuous, non-differentiable, stochastic, or highly nonlinear [184]. Since the genetic algorithm
only requires the model’s prediction results and confidence scores, it is model-agnostic and has
been widely used for black-box attacks [9, 58, 74, 155, 184].
Machine Learning-based Methods. The above methods iteratively optimize the objective

function and may be computational heavy for real-time attacks. Another line of research adopts
machine learning to imitate the generation of adversarial examples, i.e., use learning to substitute
optimization. Chang et al. [22] trained a recurrent neural network (RNN) to mimic the perturba-
tions generated by the iterative FGSM and generate targeted adversarial examples in real-time.
Gong et al. [48] used RNN to imitate the behavior of other non-real-time AE crafting techniques
and combined reinforcement learning for real-time untargeted attacks. Wang et al. [170] used a
generative adversarial network (GAN) to create AE faster than the optimization-based schemes.

5.3 Practical Audio Adversarial Examples
Audio adversarial examples generated with the above general methodologies are effective when
digitally fed to the speech recognition system. However, as we mentioned in Section 3.4, practical
attacks in the real world need to satisfy the following idealism: over-the-air, black-box knowledge,
unsuspicious, and real-time. Most studies since 2019 have focused on achieving this idealism, which
generally involves modifications to the above methodologies. We compare the attacks in Table 2
and elaborate on the idealism of practical adversarial examples in the following.

5.3.1 Over-the-Air Attacks. Adversarial examples generated in Section 5.2 generally fail when
they are played over-the-air by loudspeakers [9, 20], therefore posing a limited real-world threat.
The small perturbations in AE are sensitive to distortions introduced by the over-the-air process,
including device distortion, channel effect, and ambient noise [26, 28, 190, 199]. Therefore in over-
the-air attacks, AEs are required to be robust against unknown environments and devices. Common
enhancing approaches involve proactive methods that improve AE robustness to these distortion
factors.
Robust to Device Distortion. Loudspeakers and recording devices distort audio due to their

inherent frequency selectivity and electrical noises. Yuan et al. [199] measured their devices’
distortion model and integrated it into the loss function. Since the measured model is device-
dependent, it may not apply well to unknown devices. Chen et al. [26] used public datasets that
contain measurements from heterogeneous sender-receiver pairs to generate generic AEs that
work on unknown devices.

Robust to Channel Effect. The airborne channel introduces distortions due to reverberation,
which is caused by multi-path transmission. Several studies [22, 26, 87, 124, 136, 153, 190] have
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Table 2. A comparison of unintelligible speech and adversarial example attacks on audio-to-text systems. The
idealism of a practical attack includes: I) over-the-air attacks, II) attacking black-box systems, III) imperceptible
adversarial perturbations, and IV) real-time attacks.

Type Year Paper P. Idealism Goal Attack Target Attack Airborne Performance Open
I II III IV U T (Model Knowledge) Method (Distance) Success Time Res.
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lig

ib
le
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ee
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2015 Cocaine Noodles [163] # # # # #  Google Now (B) Inv-MFCC Ë(0.3m) – – –

2016 Carlini et al. [19] # # # # #  Google Now (B) Inv-MFCC Ë(3m) 60% –
�CMU Sphinx (W) GD Ë(–) 82% 30h

2018 Bispham et al. [15] # # # # #  Google Assist. (B) Mangling Ë(–) – – –
2019 Abdullah et al. [2] # # # # #  12 models (B) Sig. proc. Ë(0.3m) 80% seconds �

A
ud

io
A
dv
er
sa
ria

lE
xa
m
pl
es

2017
Houdini [32] # # # #  # DeepSpeech2 (W) GD Ë(–) – – –Google Voice (B)
Alzantot et al. [9] #  # # #  CNN-based KWS (B) GA é 87% 37s /
Iter et al. [65] # # # # #  WaveNet (W) GD é – – /

2018

Carlini et al. [20] # # # # #  DeepSpeech (W) GD é 100% 1h /�

CommanderSong [199]   # # #  
Kaldi (W) GD Ë(1.5m) 100% 2h

�iFLYTEK (B) Transfer Ë(–) 66.7% –DeepSpeech (B) é 0%

2019

Schonherr et al. [135] # #  # #  Kaldi (W) GD é 98% 2min /�
Yakura et al. [190]  # # # #  DeepSpeech (W) GD Ë(0.5m) 50-100% – /�
Qin et al. [124]  #  # #  Lingvo (W) GD é 100% – /�
Taori et al. [155] #  # # #  DeepSpeech (G) GA+GD é 35% – /�

SirenAttack [37] #  # # #  DeepSpeech (W) PSO+GD é
100% 28.8min –7 models (B) 88.6% 100.7s

Neekhara et al. [112] # # #   # 2 models (W) GD é 89.6% – �
Kwon et al. [81] # # # # #  DeepSpeech (W) GD é 91.7% 1h –
Li et al. [87]    #  # Amazon Alexa (G) GD Ë(2.3m) – – �
Vadillo et al. [161] # # #   # CNN-based KWS (W) GD é – – /�
Gong et al. [48] # # #   # CNN-based KWS (G) RL+RNN é 43.5% 0.1s /
Liu et al. [97] # #   #  DeepSpeech (W) GD é 100% 4-5min �
Abdullah et al. [3] #  # #  # 7 models (B) Reconstruct é – – �
Imperio [136]  #  # #  Kaldi (W) GD Ë(3m) – 80min �
Szurley et al. [153]  #  # #  DeepSpeech (W) GD Ë(0.15m) – – –
Nickel to Lego [58] #  #   # Google STT API (B) GA é 86% – –
Khare et al. [74] #  # #   2 models (B) GA é – – �
Wu et al. [184] #  # # #  Kaldi (G) GA é 20-90% – –
AudiDoS [47] # # #   # 2 models (W) GD Ë(0.3m) – – –
Chai et al. [21] # # #   # DeepSpeech (W) GD é – – –

2020

Devil’s Whisper [28] #  # # #  4 commercial (B) GD Ë(0.3m) 100% – /�
Chang et al. [22]  # #  #  KWS (W) RNN Ë(4m) 84.3% 0.096s –
Metamorph [26]  #  # #  DeepSpeech (W) GD Ë(6m) 90% 5-7h �
Wang et al. [170] # # #  #  2 models (W) GAN é 92.3% 0.009s /
SEGA [175] #  # # #  DeepSpeech (G) GA é 98% – –
AdvPulse [93]  #   #  CNN-based KWS (W) GD Ë(3m) 89.9% – �

 Applicable # Not applicable B Black-box W White-box G Grey-box Ë Positive é Negative – None / Code � Audio
U: Untargeted T: Targeted

proposed to mitigate the channel effect by modeling it with impulse responses and adding it to
the AE generation process. Attackers may obtain the impulse responses by measuring in the
targeted environment [190], using room impulse response (RIR) simulators [22, 87, 124, 136, 153], or
leveraging public datasets [26, 93]. Since attackers may not have physical access to the environment
in advance, they can collect or simulate impulse responses of diverse environments, e.g., rooms of
varying size and surface reflection coefficients, and use them to generate generic AEs that work in
varying environments [22, 26, 124, 136, 190].

Robust to Ambient Noise. Ambient noise widely exists in the air and can further distort AEs.
Several studies [22, 93, 190, 199] introduced Gaussian white noise in the generation process to
make the AE more noise-resistant.
Attackers may increase the AE’s robustness to all three distortion factors. However, a few

researchers [26, 199] suggested that the device distortion and channel effect may significantly
impact over-the-air attacks more than ambient noise. So far, Chen et al. [26] achieved the longest
over-the-air attack of 6 meters. They used a domain discriminator to exclude the device- and
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environment-specific features and capture the core impacts, making AEs more generic and robust
when played over-the-air.

5.3.2 Attacking Black-box Systems. Most state-of-the-art voice assistants deploy their audio-to-text
subsystems on the cloud, making it difficult to obtain full knowledge of the model and perform a
white-box attack. Therefore, attackers may only query the model in a black-box manner and obtain
the model’s final output, e.g., transcriptions or confidence scores.

Query-based Optimization. Attackers may optimize an AE directly based on the model queries.
Since gradient information is not available, studies have proposed using gradient-free methods
such as genetic algorithm [9, 58, 74, 155, 184] and particle swarm optimization [37] introduced in
Section 5.2. Compared with the efficiency and effectiveness of white-box attacks, these methods
are generally inferior because they rely on intensively querying the model and the generated AEs
are not theoretically optimal [37]. Taori et al. [155] proposed to improve the effectiveness of GA
with gradient estimation [11], but the computation can be costly [87, 155], and it requires tens
of thousands of queries. To increase the efficiency and success rate, Wang et al. [175] proposed a
Selective Gradient Estimation Attack (SGEA) that can reduce the number of queries by 66%.

Transferability. Several studies [3, 28, 32, 199] have shown that audio adversarial examples can
transfer between models, i.e., AEs generated for a white-box model (e.g., using gradient descent)
may be effective against other black-box models. Studies in the image domain have shown that AEs
can transfer between models even if they have different architectures and are trained on different
datasets [42, 152]. However, Chen et al. [28] suggested that transferability’s success depends on
the similarity between the internal structure and parameters of the white-box and black-box
models. Transferability-based attacks generally have poor performance if the two models are very
different [28, 199].

Substitute Model. Attackers may improve transferability by generating AEs against a substitute
white-box model similar to the black-box model. A substitute model can be developed from disclosed
model information [87] or by query-based model stealing [28, 118, 119, 159, 168]. To reduce the
number of queries and address the complexity of the target model, Chen et al. [28] proposed to
train a substitute model that partially approximates the black-box model on the most common and
interesting phrases and further enhanced it with a well-developed ASR model.

5.3.3 Imperceptible Adversarial Perturbations. Attackers may use the following methods to increase
the imperceptibility of adversarial perturbations.

Amplitude Optimization and Constraints. Amplitude directly affects the human perception
of loudness. Thus perturbations with lower amplitudes are less likely to be noticed. As introduced
earlier in Section 5.2.2, attacker can reduce the perturbation amplitude by incorporating amplitude
loss as ℓmetric and setting amplitude constraints, such as the perturbation’s 0-norm [48], 1-norm [9,
199], 2-norm [20, 153], p-norm [32, 161], and max-norm [21, 47, 81, 112, 124].

Frequency Optimization and Constraints. Human ears do not perceive sounds at different
frequencies equally. Taori et al. [155] exploited this phenomenon and limited the perturbations
to only being in the high-frequency range, which is less audible. However, perturbations at high
frequencies may be distorted by loudspeakers and microphones and become ineffective [190].
Researchers [87, 124, 135, 136, 153] achieved a more significant improvement by limiting the pertur-
bations within frequency masking thresholds on the spectrum. They exploited the psychoacoustic
hiding effect of human auditory systems, which refers to the phenomenon that a louder signal can
make other signals at nearby frequencies imperceptible [94]. In this case, dominant frequencies
in the original audio may mask perturbations at nearby frequencies. Attackers can incorporate
frequency masking thresholds into ℓmetric as imperceptibility loss [87, 124, 153] or apply input
transformation [135] to make perturbations better fall into these frequency ranges.
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Optimal Temporal Alignment. Perturbations are less likely to be noticed if they occasionally
appear in the adversarial audio. Schonherr et al. [135] used the forced alignment algorithm to find
and move the target transcription into parts of the original audio sample where human users are
less likely to notice. Du et al. [37] used voice activity detection (VAD) [75] to find the active part of
the original audio and only added noise to this region, which can increase the SNR of the adversarial
audio. Chen et al. [26] applied an amplitude threshold to ignore small values perturbations and
reduce the perturbation coverage.

Noise Feature Removal. The perturbations are less suspicious if they do not sound like noise.
Liu et al. [97] used total variation denoising (TVD) as ℓmetric to remove most of the impulses in an
AE and make it sound more like the original audio. Chen et al. [26] and Li et al. [93] proposed to
optimize the perturbation to make it sound similar to familiar background sounds, such as soft
music, traffic sound, birds singing, or HVAC noise.
Choice of the Original Audio. A few works [28, 135, 184] suggested that the original audio

may significantly influence AE’s quality. They proposed to use non-speech sounds such as music
as the original audio to improve both effectiveness and stealthiness.

5.3.4 Real-time Attacks. A real-time attack requires the attacker to generate or adjust the attack
on-site. However, most of the work that reported time efficiency [20, 26, 81, 136, 199] requires more
than an hour to generate an AE of only a few seconds. Researchers have proposed two types of
approaches to achieve real-time attacks: a) by generating universal perturbations that can be added
on any benign audio, and b) by reducing the AE generation time.

Universal Adversarial Perturbations. Universal perturbations make it easier to deploy adver-
sary examples in the real world because attackers do not need to change the perturbation when the
benign audio changes. So far, most studies [21, 47, 112, 161] have focused on untargeted attacks
and involved various benign audio in the optimization process for the generation of universal
perturbations. Li et al. [93] proposed the first targeted universal attack with sub-second adversarial
perturbations generated by incorporating the varying time delay into the optimization process.

Reducing the Generation Time. Studies have shown that it is possible to reduce the AE gener-
ation time to several minutes utilizing the parallel nature of GPUs [20, 135] or with more efficient
optimization technologies such as weighted perturbation [97] and efficient GA [58]. Moreover, a
few works [22, 48, 170] achieved near-real-time (< 0.1s) attacks with machine learning models that
are trained in advance to imitate the behavior of expert optimization methods.

5.4 Real-World Attacks on Voice Assistants
Despite the above research efforts, launching powerful AE attacks against state-of-the-art voice
assistants in the real world remains an open question. Though several studies [3, 28, 32, 37, 58, 87,
199] have demonstrated AE attacks on commercial voice assistants or ASR services, none of them
represents a sufficiently powerful attack. A powerful attack requires the attacker to achieve the
four practical idealism simultaneously, i.e., generating imperceptible audio adversarial examples
that can be played over the air to attack black-box systems in real-time. We believe it is worthwhile
to comprehensively investigate the real-world threat of adversarial examples on voice assistants.

6 ATTACKING AUDIO-TO-IDENTITY
The audio-to-identity subsystem verifies or recognizes the speaker’s identity. To have the mali-
cious command accepted by the voice assistant, attackers need to bypass the speaker verification.
This section introduces three categories of attacks against audio-to-identity: Voice Spoofing,
Unintelligible Speech, and Adversarial Examples. The last two categories are similar to the
methods introduced in Section 5, and we will mainly focus on their differences.
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6.1 Voice Spoofing
Voice spoofing attacks bypass speaker verification by mimicking the VA owner’s voice. Existing
techniques mainly include replay, speech synthesis, voice conversion, and human impersonation.

6.1.1 Replay. Replay attacks spoof speaker verification by replaying speech samples recorded
from a genuine target speaker in the form of either continuous speech recordings or concatenated
speech samples extracted from several speech recordings [164]. Replay is so far the most viable
voice spoofing attack because it is technically easy to perform and can effectively spoof existing
speaker verification systems [95, 164, 165, 187]. Replay attack’s success and applicability depend
on the quality and content of speech recordings. Recently, Yoon et al. [196] proposed a method
to improve the quality of replay attacks by recording with the same microphone as the speaker
verification system and replaying the speech samples with a high-quality loudspeaker.

6.1.2 Speech Synthesis. Speech synthesis is a technique for generating artificial speech that sounds
like a target speaker for any specific text. Unlike text-to-speech (TTS) synthesis, the speech synthesis
attack needs to generate speaker-specific speech to fool speaker verification. There are two major
approaches: unit selection and statistical parametric speech synthesis (SPSS). Unit-selection’s
basic idea is to synthesize speech by selecting appropriate sub-word units from a target speaker’s
utterance database. The quality of unit selection is directly affected by the quality of the database.
Using an extensive database may seem like a solution, but it will cause other problems such as long
waiting time [53]. By contrast, SPSS has grown more popular in recent years. A typical SPSS system
consists of a training part and a synthesis part. In the training part, parametric representations of
speech are extracted from a speech database and then modeled by a set of generative models [202].
In the synthesis part, the attacker first generates speech parameters for a target word sequence
using the trained generative model, e.g., HMM [158, 201], and then synthesizes a speech according
to these parameters. Newer models have been proposed in recent years, such as Wavenet [113, 114],
which can generate a specific speaker’s speech with subjective naturalness. Generative adversarial
networks (GAN) are also used to enhance the quality of synthesized speech [13, 121, 133]. Lorenzo
et al. [98] demonstrated synthesizing Obama’s voice using GAN, WaveNet, and low-quality data.

6.1.3 Voice Conversion. Voice conversion (VC) techniques convert a source speaker’s speech to
a target speaker’s. A conversion model is trained for this task with a set of utterances recorded
from the source and target speakers. Voice conversion still faces a few technical challenges. One of
them is non-parallel VC. Most of the VC techniques in the literature use parallel corpora to train
the model, which contains speech of the same content spoken by both source and target speakers.
Instead of recording a parallel corpus, using non-parallel corpora will be more labor-saving. In
addition, cross-language [167, 215], small-corpus [46, 67], and many-to-one (converting several
source speakers to a target speaker) [149, 156] voice conversion are all active research directions.

6.1.4 Human Impersonation. Human impersonation refers to the attacker mimicking a target
speaker by mouth without computer-aided technologies [41]. Although human impersonation is
easier to perform compared to other spoofing methods, the impact of such attacks mainly depends
on the impersonator’s ability and remains undetermined. Several studies [83, 84] show that non-
professional impersonators can spoof GMM-UBM ASV systems if the impersonator’s natural voice
is similar to that of the target speaker. Nevertheless, the results in [60, 103] suggest that even a
professional impersonator may not be able to significantly degrade the performance of GMM-UBM
and i-vector ASV systems if his or her natural voice is very different from that of the target speaker.

We refer readers to [41, 110, 186] for more comprehensive surveys on voice spoofing attacks.
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Table 3. A comparison of adversarial example attacks on audio-to-identity systems. The idealism of a prac-
tical attack includes: I) over-the-air attacks, II) attacking black-box systems, III) imperceptible adversarial
perturbations, and IV) real-time attacks.

Type Year Paper P. Idealism Goal Attack Target Attack Method Airborne Performance Open
I II III IV U T (Model Knowledge) (Distance) Success Time Res.

A
ud

io
A
dv
er
sa
ria

lE
xa
m
pl
es

2018 Kreuk et al. [78] # # # #  # DNN E2E (W, B) FGSM é – – –
Gong et al. [49] # # # #  # WaveRNN (W) FGSM é – – –

2019

SirenAttack [37] #  # # #  6 models (B) PSO é 99.45% 376.4s –

FakeBob [24]   # #   
3 models (B) NES+IGS Ë(0.5m) 100%/95% 3.8min

/ �Talentedsoft (B) é –/100% –Microsoft Azure (B) Transferability Ë(0.5m) 77%/9%
Wang et al. [172] # # # #  # DNN E2E (W) FGSM é – – –
Marras et al. [104] # # #  # ? VGGVox (W) SGD é 10-80% – –
Abdullah et al. [3] # # # #  # Microsoft Azure (B) Audio reconstruct é – – –

2020

Xie et al. [189]  # #  #  DNN x-vector (W) – é 90% 0.015s –
Li et al. [91] # # # #  # GMM i-vector (W, B) FGSM é – – / �
Li et al. [92]  # # #   DNN x-vector (W) FGSM Ë(1m) 50% – –
Li et al. [88] # # #    SincNet (G) Generative network é – – –

VMask [208] # #  # #  
VGGVox (G)

SGD
é 95%

– –Microsoft Azure (B) é 70%
Apple Siri (B) Ë(–) 67.5%

Li et al. [89] # # #   # SincNet (W) ATN é – 0.042RTF /�
Wang et al. [173] # #  # #  DNN x-vector (W) GD é 98.5% – �
AdvPulse [93]  #   #  DNN x-vector (W) GD Ë(3m) 89.3% – �
FOOLHD [137] # #  #   DNN x-vector (W) GCA é 99.6%/99.2% – /�

 Applicable ? Probably applicable # Not applicable B Black-box WWhite-box G Grey-box Ë Positive é Negative – None
/ Code � Audio U: Untargeted T: Targeted RTF: the ratio of the processing time to the input duration.

6.2 Unintelligible Speech
Similar to the attacks in Section 5.1, unintelligible sounds may be misclassified by audio-to-identity
systems as a registered speaker label. Abdullah et al. [2] proposed to generate unintelligible speech
by perturbing a human voice with signal processing techniques in time, phase, and frequency
domains and presented successful attacks on Microsoft Azure.

6.3 Adversarial Examples
An adversarial example (AE) attack on audio-to-identity systems aims at crafting an audio sample
that sounds like speaker A to a human listener but is misclassified by the system as uttered by
other random speakers (untargeted attack) or a specific speaker B (targeted attack). Compared
with spoofing attacks, AE attacks raise less suspicion even with the victim’s presence, and in
most cases, they do not require the adversary to collect any audio clips from the victim user [92].
Existing studies have demonstrated untargeted and targeted attacks on a wide variety of speaker
verification [78, 91, 104, 172, 208] and speaker identification [24, 37, 49, 88, 89, 92, 173, 189] systems.
We summarize and compare existing studies in Table 3.

6.3.1 Adversarial Example Generation. Similar to the adversarial examples for audio-to-text, adver-
sarial examples for audio-to-identity systems are normally generated by optimizing an adversarial
perturbation and adding it to the original speaker samples. Likewise, adversarial perturbations can
be generated for audio waveforms [49, 89], acoustic features [78, 91], or spectrograms [104, 173]
using optimization-based methods such as Fast Gradient Sign Method (FGSM) [49, 78, 91, 92, 172],
Stochastic Gradient Descent (SGD) [104, 208], Iterative Gradient Sign (IGS) [24], Particle Swarm
Optimization (PSO) [37], etc. The methodologies to generate adversarial examples for audio-to-text
and audio-to-identity systems are similar. For example, Du et al. [37] and Li et al. [93] used the same
method to attack speech recognition and speaker recognition systems. Due to the similarity, we
mainly introduce the unique issues and practical idealism of attacking audio-to-identity systems.

6.3.2 Unique Issues of Attacking Audio-to-Identity Systems.
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● Score Threshold.Most audio-to-identity systems generate a score for a speaker sample and
apply a threshold to make decisions. A successful attack needs to score higher than the threshold,
while the score is unavailable from a black-box system that only outputs decisions.
● Gender. Inter-gender attacks are more complicated than intra-gender due to the significant
difference between male and female voices.

Therefore, targeted, inter-gender, over-the-air, and decision-only black-box adversarial examples
are the most practical yet the most challenging attacks against audio-to-identity systems [24].

6.3.3 Practical Audio Adversarial Examples. Similarly, we discuss the idealism of a practical attack.
Over-the-air Attacks. To mitigate over-the-air distortions, an adversary may measure or

simulate the room impulse response (RIR) and incorporate it into the AE generation [92, 189].
Attacking Black-box Systems. Traditional methods cannot be directly used to attack black-

box systems due to the absence of necessary information, e.g., gradient and score threshold. To
overcome this problem, researchers have proposed to approximate the information via NES-based
gradient estimation and threshold estimation [24] or use non-gradient-based optimization methods
such as PSO [37]. An attacker may also generate AEs for a white-box system and then use them for
black-box attacks. Several studies [24, 78, 91, 208] have demonstrated the success of transferability
in cross-dataset, cross-feature, cross-parameter, and cross-architecture circumstances. However,
when the gap between source and target systems is large, the transferability rate may be limited [24].

Imperceptible Adversarial Perturbations. Restricting the max-norm is usually sufficient to
craft imperceptible adversarial perturbations [24]. However, an attacker may still employ psychoa-
coustic masking to make the perturbations more imperceptible [173, 208]. She may also generate
AEs based on non-speech sounds (e.g., music) for stealthier attacks [173]. Recently, Shamsabadi et
al. [137] borrowed the idea of speech steganography and generated imperceptible perturbations
using a frequency-domain Gated Convolutional Autoencoder (GCA).
Real-time Attack & Universal Adversarial Perturbations. Several studies [88, 93, 189]

have demonstrated universal adversarial perturbations that can be directly added to an arbitrary
speaker’s utterance and make the system identify the voice as any target speaker label. Such
universal perturbations can save the considerable time of training perturbations for each voice
input, making real-time attacks possible. Another line of research seeks to reduce the generation
time by training a neural network, e.g., adversarial transformation networks (ATNs) [89], that can
transform an input into an adversarial example in real-time.
Master Voice. Master voices are adversarial utterances optimized to match against a large

number of users by pure chance. Such attacks allow targeting a large speaker population without
having specific knowledge of individuals or their speech models, which is a unique threat for
audio-to-identity systems. Marras et al. [104] have demonstrated the existence of master voices
that can match approximately 20% of females and 10% of males without any knowledge about the
population.

7 ATTACKING TEXT-TO-INTENT
In this category, attacks exploit audio inputs that text-to-intent systems interpret as having a
different meaning to that understood by humans. Due to the gap of speech interpretation between
humans and machines, the user’s benign speech may unintentionally invoke a Malicious Skill
developed by the attacker. An attacker can also generate a benign command that can covertly cause
a benign third-party skill’s sensitive behaviors. We categorize existing attacks into two categories:
a) invocation of malicious applications and b) initiation of sensitive behaviors.
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7.1 Invocation of Malicious Applications
For extended functionalities, voice assistants such as Amazon Alexa and Google Home allow the
development of third-party applications (called skill or action) that users can access through the
VA service. Before a new skill is published, it must pass a vetting process that verifies that it
meets the necessary content and privacy policies. However, several studies showed that many
policy-violating skills already exist on the market [57, 147], yet current skill vetting mechanisms
fail to detect and suspend these skills in practice [29]. An attacker may exploit such weakness and
develop a malicious skill that phishes sensitive information and eavesdrops on users [18]. The key
to such an attack is how to make users unintentionally invoke malicious skills.

Squatting Attacks. Kumar et al. [79] and Zhang et al. [211] found that systematic errors appear
consistently in speech interpretation, which attackers may exploit to design specific invocation
names that route a user to a malicious application without their knowledge. This type of attack is
known as skill squatting or voice squatting attacks. There are two ways to cause misinterpretations.
a) By designing an invocation name that has similar pronunciation but different spelling (i.e.,
homophones) to the target skill [79, 211]. For example, a user intending to invoke a benign skill
called “capital one” may unintentionally open a malicious skill named “capital won.” An attacker may
target a specific group of individuals based on their dialect regions or genders as their pronunciations
are more predictable [79]. b) By designing an invocation name as a variation in how a target skill
is spoken [211]. For example, a user may invoke the skill “capital one” by saying “open capital
one please,” but it may trigger a malicious skill if its name is “capital one please.” Such attacks are
feasible because the natural language understanding (NLU) of VA favors the longest matching skill
name when processing voice commands [211]. In practice, an attacker may combine both methods
to craft a malicious skill that bypasses potential name regulations. A recent study [213] suggests
that the intent classifier in NLU is the root cause of the misinterpretation behind squatting attacks
because it determines users’ semantic intents and fixes the ASR’s potential transcription errors.

7.2 Initiation of Sensitive Behaviors
A study [143] has identified that 5.55% of all third-party applications perform sensitive behaviors,
either via controlling the system to perform a sensitive action or obtaining sensitive information.
For example, “unlock my front door” and “how much money do I have” are sensitive behaviors
that may put a user’s safety and privacy at risk. An attacker may exploit the intrinsic gap of
understanding between humans and machines to initiate an application’s sensitive behaviors using
seemingly benign voice commands.
Missense Attacks. Bispham et al. [15] presented missense attacks on the natural language

understanding used by third-party skills. NLU takes account of both the individual words and the
syntactic structure of the command to determine a user’s intent. However, they found that either of
these two aspects alone may be sufficient to trigger a sensitive behavior in some instances, thereby
hiding the malicious intent from humans. For example, “how much ice-cream do I have” and “what
is a current” may both trigger a bank application to reveal the user’s current account balance.

8 DEFENSE
We classify the defensive strategies into two categories: attack detection and attack prevention.
Detection methods aim to detect an attack’s occurrence, while prevention methods ensure proper
voice assistant behaviors even in the presence of an attack. We systematize existing defenses within
the two categories and compare them by the attacks they mitigate and their properties in Table 4.
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8.1 Detection Methods
Existing detection methods mainly identify attacks by three types of features: lack of live speakers,
false speaker identity, and unique attack properties. The first two types are shared by most attacks,
while the last one depends on the specific attack method. Once an attack is detected, the voice
assistant may reject the command and alert the user.

8.1.1 Detection by Speaker’s Liveness. Liveness detection aims to verify whether a live speaker
generates the command. These methods are based on the idea that legitimate voice commands
should only come from human users. However, the majority of attacks leverage loudspeakers or
other transducers to generate malicious commands. Though liveness detection is mainly proposed
for detecting voice spoofing attacks, it can potentially be used against other attacks such as inaudible
signal attacks and adversarial examples [24], making it one of the most effective and all-purpose
defense strategies.

Challenge-Response. Challenge-response is a scheme that asks the user a question (challenge)
and requires a response within a limited time. The voice assistant will not execute the received
command unless it receives the correct response. Similar to CAPTCHA, audio challenge-response
can determine whether or not the speaker is a human, and it has been suggested as a defense to
voice assistants [19, 23, 148, 198]. However, the extra layer of interaction often comes at the cost of
usability. It may also be circumvented if the attacker can respond to the challenge.
By Human Features. Speaking is a complex process involving various parts of the human

body, e.g., the mouth, vocal tract, vocal cord, lung, etc. The generation of the human voice relies
on these organs’ movement, which inevitably introduces measurable characteristics other than
sounds, such as the airflow of breath, movement of the mouth, and vibration of the body. A defender
could measure these speaking-related characteristics and use them to verify whether a live human
speaker generates the sound. The measurement may require extra devices or user cooperation.
1) Breath: humans speak and breathe simultaneously, causing the correlation between the sound

and breath-related characteristics, such as the pop noise [109, 144, 214], breathing rate [123],
and airflow pressure [179].

2) Mouth motion: the motion of the mouth, tongue and vocal tract are the main factors that create
different voices. Existing studies have suggested matching the received voice with mouth
motion, which can be directly measured with wireless signals [107], an ultrasound Doppler
radar [209], or a video camera [30, 100]. The motion of these vocal organs also changes the
location of phonemes (the smallest units of speech) in the vocal tract [210] and the ear canal
pressure [141], which can be measured and matched with the received voice.

3) Body vibration: besides airborne transmission, the human voice also propagates through the
body via vibrations. A defender may exploit the correlation between audio measured in the
air and on the body. Existing studies have proposed to measure the body vibration with the
motion sensors in smartphones [138] and wearables [43, 169] or using contact microphones as
peripherals [131] and in augmented reality headsets [139, 140].

By Loudspeaker Features. A defender can also detect attacks by verifying that a loudspeaker
generates the sound through the following characteristics.
1) Signal distortion: loudspeakers introduce distortions to the generated sound due to their non-

uniform frequency response and circuit noise. A defender can train a detector model to detect
such distortions in acoustic features, which human speakers do not possess [5, 17, 51, 123, 181].
Though an attacker may try to escape this detection by compensating for the device distortions,
a recent work [176] suggests that loudspeakers will always cause ringing artifacts in the time
domain or spectrum distortions in the frequency domain.
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2) Magnetic field: the electromagnets in most loudspeakers emit magnetic fields when generating
sounds, which can be measured with the magnetometer in smartphones [25]. However, this
method requires the user to move the smartphone and keep it close to the speaker.

8.1.2 Detection by Speaker’s Identity. This type of defense verifies whether a speaker of legitimate
identity generates the command. The system will reject voice commands that do not correspond to
the owner’s identity. However, it generally requires training a user profile beforehand.
By Voiceprint Features. Speaker verification with voiceprint [61] was originally designed to

protect voice assistants from being misused, and it has been suggested by many as a straightforward
defense against various types of attacks [19, 36, 72, 212]. However, as discussed in Section 6, tradi-
tional automatic speaker verification (ASV) systems are vulnerable to voice spoofing, unintelligible
speech, and adversarial example attacks, rendering them insufficient. Nonetheless, traditional
speaker verification can still provide an essential layer of protection by increasing the difficulty for
other attacks at a low cost.

By Non-voiceprint Features. Due to the incompetence of traditional ASV systems, researchers
seek to verify speakers with alternative biometrics available during speaking.
1) Throat: due to the differing conduction properties of the human tissue, throat vibrations vary

from human to human, which can be measured by a throat microphone [131] or a mmWave
radar [86] and used for speaker recognition.

2) Vocal tract: the vocal tract, including the static shape and dynamic movements, exhibits indi-
vidual uniqueness during speaking. Lu et al. [99] proposed a user authentication system on
smartphones by sensing the vocal tract with acoustic radars.

3) Sound field: the sound field created around a speaker is affected by the unique appearance of the
human mouth, face, and head. Yan et al. [191] showed that the acoustic biometrics embedded
in sound fields could be used to verify speakers using two microphones on a smartphone.

4) Pop noise: Wang et al. [174] showed that the relationship between phonemes and pop noise is
unique and can be utilized for user authentication. The pop noise is measured using the built-in
microphone, which needs to stay close to the mouth (2-6 cm).
Localization. In some scenarios, a legitimate command should only come from “legitimate”

locations, regardless of who the speaker is. For example, on a vehicle, only the person sitting on
the driver’s seat is allowed to give safety-sensitive commands; in a home, only legitimate users
can access the physical space, while the attacker needs to exploit remote-controllable devices. A
defender may verify the speaker’s legitimacy by localizing the command with multiple microphones
and checking whether it conforms to the location rules [16, 85, 177].

8.1.3 Detection by Unique Attack Features. Apart from the speaker’s liveness and identity, attacks
also possess unique patterns that can be used as discriminative traces to detect them.

Inaudible Signal Features. Attacks in this category emit physical signals other than sound and
normally modulate the signals. A defender may detect such attacks by looking for these physical
signals and modulation patterns.
1) Signal activities: a straightforward way to detect the attacks is to monitor if unusual signals other

than audible sounds appear in the environment, such as EM waves [72] and ultrasound [102].
However, this method generally requires extra hardware and may easily report false alarms.

2) Signal behaviors: though attackers can use ultrasound, EM waves, and light to inject audio into
microphones, these signals behave differently than audible sound. For example, a device with
multiple microphones can measure an audible sound nearly equally on all channels, while it is
difficult for an attacker to inject equal audio into multiple microphones. Sugawara et al. [148]
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proposed to detect laser attacks by fusing multiple microphones. Zhang et al. [204] managed to
detect ultrasound attacks by the sound field difference at multiple microphones.

3) Modulation: inaudible signals are generally modulated before emission and demodulated by
vulnerable sensor hardware. A defender may distinguish inaudible commands from normal ones
based on the signal patterns caused by such a process. Studies have shown that demodulated
signals differ from normal signals in the frequency range below 50 Hz range [129], between 500
and 1000 Hz [193, 205], and between 5 kHz to 20 kHz [194], depending on the attack method.

Voice Spoofing Features. Voice spoofing techniques, such as replay, synthesis, and conversion,
may generate slight distortions in the audio signal that make it different from normal ones. For
example, the cut-and-paste process of speech concatenation changes the audio’s pitch and MFCC
contours [166]; voice conversion does not keep the original phase information [185, 188] and reduces
the pair-wise distance between consecutive feature vectors [7]. A defender may distinguish genuine
and spoofing samples leveraging the differences of temporal, spectral, and spatial features with
machine learning models [52, 69, 71, 122, 178, 182]. Several studies proposed to detect replay attacks
by other patterns, such as the similarity to previous recordings [142] and far-field patterns when
the attack happens from a distance to the voice assistant [165, 166]. The ASVspoof challenges [157]
were introduced to push forward the state-of-the-art in detecting voice spoofing attacks. As the
spoofing countermeasures evolve, a study [96] suggested that the detection models are vulnerable
to adversarial examples as well.

Adversarial Example Features. AEs differ from benign audio in the following ways:
1) Model transferability: due to the low transferability, adversarial examples that successfully

attack one model may be predicted as entirely different results on other models, while normal
commandswill always be recognized similarly. Thus, a defendermay detect adversarial examples
by comparing the predictions of different models [203].

2) Temporal dependency: natural audio sequences have an explicit temporal dependency, i.e., cor-
relations in consecutive waveform segments. Yang et al. [195] found that adversarial examples,
however, fail to preserve the original sequence’s temporal information. A defender may detect
AEs by clipping the audio into sections and measuring if their transcriptions are consistent
with their counterparts in the entire audio. However, a recent work [206] proposed a method to
preserve the temporal dependency in AEs, which may circumvent this detection.

3) Classification: the defender may treat the detection of adversarial examples and unintelligible
speech as a classification problem [6, 19, 35, 56, 68, 90, 134]. By training a detector model with
benign audio and attack samples, a defender may detect known attacks with high accuracy, but
it requires a large amount of attack audio, and the performance may degrade dramatically for
unknown attacks [134].

Malicious Skill Features. A malicious skill may have a similar invocation name with a benign
skill. Based on this pattern, Zhang et al. [211] developed a skill-name scanner to detect malicious
skills by identifying suspicious variations of benign invocation names. They also proposed a
context-sensitive detector that alerts the user of suspicious responses from a malicious skill.

8.2 Prevention Methods
Preventionmethods ensure proper behaviors of voice assistants even in the presence of an attack.We
classify them into four types: hardware enhancement, software enhancement, audio transformation,
and signal injection.

8.2.1 Hardware Enhancement. Inaudible signal attacks exploit hardware vulnerabilities to inject
malicious commands. Therefore, a defender may prevent such attacks by enhancing the hardware.
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Microphone Redesign. The microphones of voice assistants are designed to receive audible
commands. However, due to their miniature structure, most microphones can also receive ultra-
sounds and enable ultrasound-based attacks. A defender can redesign the microphone’s layout
to suppress the sensitivity to any acoustic vibration whose frequencies are in the ultrasound
range [193, 194, 205]. Researchers [193, 205] also suggest careful microphone circuit designs that
reduce nonlinearity.

Physical Barriers. A defender may also prevent malicious signals from getting into the micro-
phone with external physical barriers. For example, a light-blocking barrier [148], shielding of the
headphone cable [72, 80], and a soft woven fabric [194] can prevent microphones from receiving
light-based, EM-based, and conductive ultrasound-based malicious signals, respectively. As the
physical barriers are device-level, they may apply to off-the-shelf microphones.

8.2.2 Software Enhancement. Similarly, a defender may mitigate software vulnerabilities and make
the software components more robust to attacks.
Adversarial Training. A primary way to improve a model’s robustness is to retrain it with

more representative samples. Adversarial training includes the attack samples into the training set,
and it has been proved effective in resisting adversarial examples on speech recognition [12, 37,
150, 151, 172]. However, a limitation of adversarial training is that it needs prior knowledge of the
attack and adequate adversarial examples for training, which means that it is weak in preventing
unknown attacks [50]. Besides, the retraining process involves extra overhead.
Strict Skill Certification. Several studies suggested mitigating malicious third-party skills

with strict skill certification [29, 57]. Third-party skills should be automatically reviewed via voice
interaction or back-end code analysis before being put on the store, and they should be periodically
checked and removed if broken. For example, the review should carefully examine privacy-related
contents and ensure the description is consistent with the real functionality. Kumar et al. [79]
suggested VA platform providers perform a word or phoneme-based analysis of a new skill’s
invocation name to determine whether it may be confused with skills that are already registered.

8.2.3 Audio Transformation. A defender may perform extra transformation processes to the audio
measured by the hardware before sending it to the software components. This defense is based
on the idea that adversarial examples and unintelligible speech attacks are sensitive to audio
transformations, while benign audio is only slightly affected. We identify three types of audio
transformation: sampling rate conversion, amplitude conversion, and audio compression.

Sampling Rate Conversion. Several studies proposed to change the audio’s sampling rate, e.g.,
by downsampling [19, 28, 37, 195, 199] or setting a dynamic sampling rate [154]. If the sampling rate
that the model accepts is fixed, a defender needs to recover the signal after sampling rate conversion,
e.g., by upsampling after downsampling [28, 195]. According to the Nyquist–Shannon sampling
theorem, the sampling rate needs to stay above twice the highest frequency of the original audio to
avoid distortion. A sampling rate conversion may change the added adversarial perturbations and
make an adversarial example fail. However, if the attacker knows the up/downsampling rates of
the defense, she could train an AE robust against it [28].

Amplitude Conversion. By slightly changing the audio’s amplitude, the adversarial perturba-
tion can be disrupted as its amplitude is usually small in the input space. Methods of amplitude
conversion include local signal smoothing (using moving average or median filter, etc.) [28, 37, 195],
quantization [195], and other noise reduction methods [55, 154]. However, Chen et al. [24] suggested
that these methods are ineffective in mitigating adversarial examples against speaker verification.

Audio Compression. A defender may also utilize audio compression techniques, which reduce
the amount of data in the recordedwaveform, as a defense against adversarial examples. Studies have
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Table 4. A qualitative comparison of existing defensive methods by the attacks they mitigate (NS: normal
speech, VS: voice spoofing, US: unintelligible speech, AE: adversarial example, IS: inaudible signal, MS: mali-
cious skill) and their properties (the type of implementation, the need for extra devices and user cooperation,
the requirement on user-to-device distance, and vulnerability to attacks that can circumvent the defense).

Categories Defensive Methods Mitigated Attacks Properties Relevant PapersNS VS US AE IS MS Type Dev. Coop. Dist. Attack

D
et
ec
tio

n

Liveness

Challenge-response G# G# G# G# G# # SW é Ë Any Ë [19, 23, 148, 198]

Human
features

Breath G# G#    # SW í Ë Close é [109, 123, 144, 179, 214]
Mouth motion G# G#    # SW í Ë Medium é [30, 100, 107, 141, 209, 210]
Body vibration G# G#  ?  # SW í í Close é [43, 131, 138–140, 169]

Loudspeaker
features

Sig. distortion G# G# ? ? ? # SW é é Any Ë [5, 17, 51, 123, 176, 181]
Magnetic field G# G#   # # SW é Ë Medium é [25]

Identity

Voiceprint features  # G# G# G# # SW é é Any Ë [19, 36, 72, 73, 212]

Non-
voiceprint
features

Throat   ? ? ? # SW Ë é Close é [86, 131]
Vocal tract   ? ? ? # SW é Ë Medium é [99]
Sound field   ? ? ? # SW é Ë Medium é [191]
Pop noise   ? ? ? # SW é Ë Close é [174]

Localization   ? ? ? # SW í é í é [16, 85, 177]

Unique
Attack
Features

Inaudible
features

Sig. activity # # # #  # SW Ë é Any é [72, 102]
Sig. behavior # # # #  # SW é é Any é [148]
Modulation # # # #  # SW é é Any é [129, 193, 194, 205]

Spoofing features #  # # # # SW é é Any é [7, 142, 165, 166, 185, 188]

AE
features

Transferability # # ?  # # SW é é Any é [203]
Temporal dep. # # #  # # SW é é Any é [195, 206]
Classification # #   # # SW é é Any é [6, 19, 35, 56, 68, 90, 134]

Malicious skill features # # # # #  SW é é Any é [211]

Pr
ev
en
tio

n

Hardware
Enhance

Microphone redesign # # # #  # HW é é Any é [193, 194, 205]
Physical barriers # # # #  # HW é é Any é [72, 80, 148, 194]

Software
Enhance

Adversarial training # # ?  # # SW é é Any Ë [12, 37, 150, 151, 172]
Strict skill certification # # # # #  SW é é Any é [29, 57, 79]

Audio
Transform

Sampling rate conversion # #   # # SW é é Any Ë [19, 28, 37, 154, 195, 199]
Amplitude conversion # # ?  # # SW é é Any Ë [28, 37, 55, 154, 195]
Audio compression # # ?  # # SW é é Any Ë [10, 33, 125, 127, 135, 207]

Signal
Injection

Adding noise # # # G# # # SW é é Any Ë [38, 82, 106, 126, 199]
Reactive cancellation # # # # G# # Both Ë é Any é [62, 80, 193, 205]

 Applicable G# Partially applicable ? Probably applicable # Not applicable Ë Positive é Negative í Case by case

proposed to use audio codecs such as Adaptive Multi-Rate (AMR), MP3, Advanced Audio Coding
(AAC), G.729, Speex, etc. [10, 33, 125, 135, 207], or exploit the ensemble of multiple codecs [127].

Despite the efficiency of audio transformation in defeating adversarial examples, attackers aware
of the transformation parameters can optimize the AEs to circumvent the defense [20, 195]. As such,
the use of any transformation method alone may be insufficient to defend against more advanced
attacks. Rajaratnam et al. [127] suggested a combined deployment of transformation methods to
provide a more robust defense.

8.2.4 Signal Injection. Besides transforming the audio, a defendermay disrupt an attack by injecting
new signals into the audio.
Adding Noise. Compared to normal voice, adversarial examples are more sensitive to noise.

A defender may intentionally add random noises to the recorded audio while ensuring that the
noise barely affects the original system’s performance [82, 106, 126, 199]. However, random noise
may not work well against over-the-air AEs designed to be robust against environmental noise. To
overcome this problem, Du et al. [38] recently proposed a multi-fragment noise padding method to
destroy the continuity of adversarial examples.
Reactive Cancellation. Inaudible signal attacks that exploit hardware nonlinearity will leave

predictable traces in the recorded audio or the environment. A defender may detect such traces,
predict the attack signal hidden in the audio, and generate an opposite signal that can cancel out
the attack signal in the audio and therefore neutralize the attack’s effect [62, 80, 193, 205].
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8.3 Comparison of Defensive Methods
To help VA designers select proper countermeasures, we compare the above-mentioned methods
by the attacks they are designed to (or potentially can) mitigate and their properties in Table 4.
As a quantitative performance comparison of individual papers can be biased due to the absence
of unified metrics, datasets, and setups, we provide a high-level qualitative comparison of the
systematized defense methodologies shared by groups of papers.

8.3.1 Mitigated Attacks. The defenses are first compared by their ability to detect or prevent the six
types of attacks against voice assistants, i.e., normal speech (NS), voice spoofing (VS), unintelligible
speech (US), adversarial example (AE), inaudible signal (IS), and malicious skill (MS). We note
that though a method may be proposed against one type of attack, it can potentially mitigate
other attacks as well. For example, liveness and identity-based methods were mainly designed to
detect voice spoofing attacks. However, they may also detect unintelligible speech, adversarial
examples, and inaudible signal attacks as they do not employ live speakers or legitimate identities.
We mark our assumption of such cases as “probably applicable” in Table 4 if it has not been
confirmed by existing studies. The comparison suggests that liveness and identity-based detection
can (potentially) mitigate nearly all types of attacks except malicious skills, while other methods
can only work against one or two types of attacks.

8.3.2 Properties. From a system designer’s perspective, a proper defense strategy should provide
maximal usability and reliability at a minimal implementation cost. We compare the defensive
methods by the following properties that may affect the design choice.
● Type of Implementation: a defense may involve modifications to a VA’s software, hardware,
or both. In general, a software update is implemented faster than a hardware redesign, especially
on off-the-shelf devices.
● Need for Extra Devices: some mitigations require extra devices other than the VA terminal
device, which introduces extra cost and may be inconvenient for the user to carry.
● Need for User Cooperation: a few methods require the user to cooperate by performing
specific behaviors that are not necessarily required during regular VA interactions.
● Requirement on User-to-device Distance: some methods require a user to stay within a
specific distance to the device, e.g., within 10 cm (close) or hand-held distances (medium).
● Vulnerability to Attacks: defenses may be circumvented by attacks that are aware of the
mitigation strategy.
Our comparison shows that while liveness and identity-based detections can mitigate a broad

category of attacks, most of them require extra devices, user cooperation, or limited user-to-device
distance that reduce their usability in practice. Though there is no ideal solution, a designer can
assess and combine several methods with a trade-off to meet their own VA applications’ demands.

9 DISCUSSION
9.1 Directions for Future Research
As voice assistants become increasingly powerful, future research should seek to more exten-
sively analyze and enhance VA’s security with strong attacks and defenses in practical settings. In
particular, we identify the following trends.
Adversarial Inaudible Signal Attacks. Inaudible signal attacks generally suffer from low

audio quality due to the distortions inevitably introduced by the hardware and signal transmission.
The distortions have decreased the attack success rate, especially in attacking speaker verification
systems, as they require high-quality audio. An attacker may overcome this problem by combining
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inaudible signal attacks and over-the-air adversarial examples, i.e., optimizing the inaudible signals
against a target machine learning model to achieve a higher success rate. However, modeling the
physical signals will be a major challenge for such attacks.

Adversarial Examples against both Audio-to-Text and Audio-to-Identity. Existing adver-
sarial examples are generated either for audio-to-text or audio-to-identity systems. However, a
practical attack may require attacking both systems simultaneously. For example, to attack the
wake-word detection, the attacker must generate an adversarial example that neither sounds like
the wake-word nor spoken by the victim user. Future voice assistants may also perform stricter user
authentication, e.g., with text-independent speaker verification that checks the speaker’s identity
behind every received command. In this case, an adversarial example needs to cause misprediction
of both speech recognition and speaker verification systems.
Universal Adversarial Perturbations. Though several works [88, 93, 189] have shown the

existence of universal adversarial perturbations, the effectiveness of such an attack remains ques-
tionable because universality and imperceptibility are essentially contradictory. Existing studies
achieved "universal" perturbations only on a small set of benign audio. However, if an adversarial
perturbation can truly cause a targeted misprediction, whatever benign audio is added, intuitively,
the perturbation will resemble the targeted misprediction and become perceptible. We call for
future research to investigate the boundary of universal adversarial perturbations.

Combining Existing Attack Vectors. It is possible to build more powerful attacks by combining
existing methods. For example, Mitev et al. [108] used an inaudible signal attack to trigger a carefully
crafted malicious skill stealthily, allowing an adversary to arbitrarily control and manipulate
interactions between the user and other benign skills. Similarly, an attacker can combine adversarial
examples and malicious skills, inaudible signals and adversarial examples, voice spoofing and
inaudible signals, etc., to achieve various new attack scenarios.
Robust Defense. As we showed in Section 8, there are seldom defenses that achieve high

usability, reliability, and security at a low implementation cost. Though we remain suspicious of
such an "ideal" defense, we call for researchers to seek robust defense strategies that can significantly
increase the bar for attacking voice assistants at an acceptable cost. In particular, a robust defense
should generalize well to varying application scenarios and attack modalities, and it should be able
to survive and evolve in the non-stop arm race between attacks and defenses.
Unified Metrics and Security Standards. A gap that hinders the comparison of existing

works is the lack of unified evaluation metrics. For example, studies adopted different metrics and
methods to evaluate adversarial perturbations’ human perception, many of which may not be a
reliable measure [162]. Also, existing defenses are often biased in metrics, datasets, assumptions,
and application scenarios that favor the presentation of the work. It is challenging for VA designers
to decide the appropriate security mitigation. Our article serves as an initial effort to solve this gap.
Nevertheless, we call for the research community to work with VA designers to establish unified
metrics and security standards that can build more reliability into voice assistants in practice.

9.2 Suggestions to VA Designers
We believe a defense is preferable if it has higher effectiveness and lower cost, which is also a
rationale used in many papers [4, 39, 191]. Based on an overall comparison of defense methods
in Table 4, we classify existing defenses into three categories: specialized, all-purpose, and com-
plementary. Specialized defenses can mitigate a specific type of attack and show a good balance
of effectiveness and cost. All-purpose defenses can mitigate multiple types of attacks at the same
time. Complementary defenses are the other methods that may require a higher cost for similar
effectiveness. We recommend designers implement the specialized or all-purpose methods as an
essential layer of defense and consider the complementary methods for additional protection.
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Specialized Defense. We select the specialized defensive methods for each type of attack that
are easy to implement and, at the same time, barely affect VA performance or usability.
● Voiceprint verification against Normal Speech attacks.
● Signal distortion-based detection against Voice Spoofing attacks.
● Audio transformation against Unintelligible Speech and Adversarial Example attacks.
● Hardware enhancement against Inaudible Signal attacks.
● Strict skill certification against Malicious Skill attacks.

Though these methods may not be the most effective solutions, they can greatly increase the bar of
various attacks at relatively low costs.

All-purpose Defense. We sort liveness and identity-based detection methods into this level as
a defender can use them to mitigate a broad category of attacks instead of implementing separate
protections. Nonetheless, we suggest that designers adopt these methods after properly assessing
their effectiveness, implementation cost, and usability based on the VA’s application scenario. For
example, a user may not prefer to carry extra devices or accept a restricted user-to-device distance
in a smart home environment.
Complementary Defense. The remaining defenses generally involve a higher cost than the

specialized methods and can only address one or two types of attack. We suggest that design-
ers consider these methods for additional security enhancement when the above methods are
insufficient.

9.3 Suggestions to Users
Despite that it is the users who actually suffer from the security consequences, there are relatively
few they can do to prevent the attacks. Based on our systematization of attacks, we recommend all
users, as an essential layer of protection, to turn on the voice assistant’s speaker verification as
default (if there is) and avoid enabling high-risk VA behaviors, such as operating a bank account
and unlocking home, if unnecessary. Security-sensitive users should avoid leaving the terminal
device unattended, and they can customize a secure wake-word [27], disallow the wake-word
detection, or disable the VA when the device is locked if the voice assistant supports them. A better
understanding of the voice assistant’s security and privacy policies can also help users assess the
risks before using a voice assistant.

10 CONCLUSION
This paper provides a thorough survey on voice assistant security, focusing on the attacks that can
trigger a voice assistant into performing malicious behaviors and the countermeasures to mitigate
the attacks. We first introduce a voice assistant’s general structure and then overview the attacks by
the attacker’s goal, threat model, attack methods, a practical attack’s idealism, and how the attacks
exploit a VA’s various subsystems. We systematize and elaborate on the five types of attack methods,
i.e., normal speech, voice spoofing, unintelligible speech, adversarial example, inaudible signal, and
malicious skill, based on the vulnerable VA subsystem and extract the shared methodologies. We
divide existing countermeasure into two categories, i.e., detection and prevention, and systematize
them by the shared defensive strategies rather than the attacks they were designed to mitigate,
enabling us to compare and assess their applicability by the implementation cost, usability, and
security in a unified voice assistant context. We further discuss the potential directions for future
research and propose practical suggestions to designers and users.
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